
 

 

 

1 Introduction 

Several recent studies have evaluated whether 

neural language models (LMs) such as the one with 

the long short-term memory (LSTM) architecture 

can acquire various syntactic phenomena (Linzen 

et al. 2016; Bernardy & Lappin 2017; Kuncoro et 

al. 2018; Gulordava et al. 2018; Futrell et al. 2018; 

Marvin & Linzen 2018; Wilcox et al. 2018, 2021). 

These studies show in particular that LMs can learn 

English long-distance extractions such as wh-

questions (=1a), as well as the constraint that they 

cannot be done across certain structures known as 

islands (=1b, with the bracketed relative clause 

acting as an island). 

(1) a. Whati did Rebecca believe you claimed 

that the professor discussed __i? 

b. *Whati did Rebecca believe your claim 

[that the professor discussed __i]? 

Target language of those studies has largely been 

limited to English, where most dependencies have 

the filler-gap order. Yet given the proposal that 

islands are universal constraints (Ross, 1967), they 

are predicted to exist regardless of the linear order 

between a filler and a gap. This study thus focuses 

on Japanese, where operations such as 

relativization result in gap-filler dependency, given 

its head-final property. As relative clauses 

constitute an island in Japanese (Saito 1985), 

relativization out of another relative clause should 

be considered ill-formed. While that is the case in 

English (=2a), such a construction has been 

deemed possible in Japanese (=2b) (Kuno 1973; 

Ishizuka 2009). 

 
1https://github.com/kuribayashi4/sur

prisal_reading_time_en_ja 

(2) a. English – filler-gap 

*This is the novelj that [the professori that 

[ __i wrote __j ]] is very proud. 

  

b. Japanese – gap-filler 

?This is [ [ __i __j wrote] the professori is 

very proud] the novelj. 

Contrary to the previous judgments, however, a 

formal acceptability experiment in Takahashi and 

Goodall (to appear) revealed that Japanese 

speakers are in fact sensitive to the violation of a 

relative clause island. In light of the evidence that 

filler-gap and gap-filler dependencies both exhibit 

some amount of sensitivity to relative clause 

islands, a remaining question is whether Japanese 

LMs are capable of learning the constraints on gap-

filler dependency, on a par with humans. In the 

current study, I attempt to answer this question by 

evaluating the performance of a couple of pre-

trained Japanese LMs on a set of sentences, some 

of which involve a relative clause island violation. 

2 Experiment 

2.1 Models 

Two variations of LMs pre-trained with Japanese 

texts were included in this evaluation. First, I tested 

a LSTM trained on news articles and the Japanese 

part of Wikipedia by Kuribayashi et al. (2021)1 . 

The training dataset consist of approximately 5M 

sentences (146M subword units, which were 

divided by byte-pair encoding), and the training 

involved 1K parameter updates. Second, we tested 

a Transformer (GPT-2) trained by Colorful Scoop2, 

2https://huggingface.co/colorfulscoo

p/gpt2-small-ja 
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which was also trained on the Japanese Wikipedia 

dataset (token size: 540M, 110M parameters).  

2.2 Data 

The models were presented with three types of 

sentences exemplified in (3). The professor in (3a) 

is base-generated while its corresponding null 

pronoun (pro) occupies the gap position. As (3a) 

does not involve extraction, the dependency 

between the professor and its corresponding pro is 

not bound by islands. (3b) does involve extraction 

of the professor, but out of a complex noun phrase 

headed by koto ‘the fact’, which has been claimed 

to be not an island in Japanese (Omaki et al. 

2020). (3c) exemplifies a structure with extraction 

out of the relative clause island. 

2.3 Procedure 

In line with the previous studies evaluating the 

grammatical knowledge of LMs, surprisal (Hale 

2001; Levy 2008) was calculated for each word 

S(wk) upon seeing the word wk given hk−1, the 

hidden state after processing all the previous 

words in a sentence: −log2 ℙ(wk|hk−1). I compared 

the mean surprisal of the gray region in (3), 

which includes the noun phrase (kyoujyu 

‘professor’) that has been extracted out of an 

embedded clause in (3b,c). I predicted that the 

mean surprisal value for the region would be (3a) 

< (3b) < (3c) if the LMs have learned both long-

distance extraction (which lowers acceptability 

in and of itself; Fodor 1978) and the relative 

clause island constraint; in contrast, mean 

surprisal value would be (3a) < (3b) = (3c) if the 

LMs have learned only the former. 

2.4 Results 

As Table 1 shows, mean surprisal values 

produced by the LSTM model did not differ 

across sentence types (3a-c), as confirmed by a 

series of one-sample t-tests (all above p=0.05). In 

contrast, GPT-2’s mean surprisal for sentences of 

type (3a) was significantly smaller than the one 

of both (3b) (t=-4.32, p<0.001) and (3c) (t=4.54, 

p<0.001), in accord with the fact that the former 

does not involve extraction but the latter do. 

Critically, however, the mean surprisal values of 

(3b) and (3c) were not significantly different 

(t=0.52, p=0.61), contrary to the experimental 

result with human participants (Takahashi & 

Goodall to appear). 

 
Table 1: Mean surprisal values of the critical regions 

(greyed in (3)) produced by LSTM & Transformer 

models. 

3 Discussion 

The results reported here suggest that only some 

of the Japanese LMs (namely, GPT-2) 

(3) 
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distinguish between sentences with and without a 

long-distance extraction, and they do not seem to 

show sensitivity to the relative clause island. One 

might argue that the poor performance of 

Japanese LSTM LM is due to the small size of 

training data. In Wilcox et al. (2021), however, 

LSTM models trained with approximately 90M 

tokens demonstrated the knowledge of English 

islands. It is therefore not unreasonable to expect 

that the Japanese LSTM would learn island 

constraints with 146M-subword training data, 

given the previous success with English. 

Our findings have several implications: First, 

they suggest that Transformer may be a better 

architecture for capturing gap-filler dependencies 

than LSTM for Japanese, which goes against the 

observed pattern among English LMs that RNNs 

may model linguistic competence better than the 

Transformers (Wilcox et al. 2021). Second, the 

fact that neither LSTM nor GPT-2 showed 

sensitivity to relative clause islands contradicts 

the experimental evidence provided in Takahashi 

and Goodall (to appear), as well as the island 
sensitivity exhibited by LMs reported in previous 

studies. Recall that a relative clause island 

violation in Japanese has been considered 

possible (Kuno 1973; Ishizuka 2009). Island 

effects that can only be revealed through formal 

acceptability experiments (like the one 

conducted by Takahashi and Goodall) have been 

reported and are known as subliminal islands 

(Almeida 2014; Keshev & Meltzer-Asscher 

2019). Further investigation of whether such 

subliminal island effects are learnable by LMs, 

using a broader range of structures, will 

contribute to the ongoing discussion about the 

nature and gradience in island effects across 

languages.  
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