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Abstract

While work on the linguistic ability of language
models (LMs) is driven by a variety of aims,
one dominant motivation is using LMs to deter-
mine what linguistic knowledge can be learned
from unstructured text. The current work aims
to evaluate LMs on discourse sensitivity—the
capability to distinguish between content that
is more relevant and important to the discourse
and that which is less so. We ground our
evaluation of LMs by leveraging an existing
psycholinguistics study on the number agree-
ment attraction effect, one of the well-studied
measures of human language comprehension.
Based on human empirical findings on the mod-
ulation of the attraction effect by discourse, we
establish three tests that LMs should pass if
they demonstrate discourse sensitivity. A to-
tal of 25 models were evaluated that vary in (i)
model size (small or large) and (ii) training type
(dialogue-based, plain, and instruction-based).
The models showed systematicity in discourse
sensitivity, though in ways dissimilar to hu-
mans, either by over-relying on structural cues
or overusing discourse cues. Notably, models
that patterned most similarly to human perfor-
mance were predominantly smaller and those
trained on dialogue-targeted data. We discuss
the implications of these findings and insights
into human language processing.

1 Introduction

A growing body of work has investigated the lin-
guistic capabilities of language models (LMs), tack-
ling aspects of syntax, semantics, and pragmatics
(for a survey, see Chang and Bergen, 2024). While
work on the linguistic ability of LMs is driven by a
variety of aims, one dominant motivation is using
LMs to determine what linguistic knowledge can
be learned from unstructured text (Linzen and Ba-
roni, 2021). Some work has claimed LMs obtain
abstract linguistic knowledge, resolving complex
syntactic (e.g., Wilcox et al., 2024) and anaphoric

dependencies (e.g., Hu et al., 2020), and exhibit-
ing signs of pragmatic skills (e.g., Hu et al., 2023),
though there is nuance in what can be inferred from
these types of results (for a case study in the limita-
tions of inferring full grammatical knowledge from
overlap in behavior, see Lan et al., 2024).

Much of the work on linguistic evaluations of
LMs focuses on linguistic phenomena treated in
isolation. For example, linguistic knowledge bench-
marks like BLiMP (Warstadt et al., 2020) and Syn-
taxGym (Gauthier et al., 2020) explore linguistic
phenomena separately (e.g., subject-verb agree-
ment, argument structure) rather than the interac-
tion of multiple processes (e.g., interactions be-
tween argument structure and agreement; for dis-
cussion see Davis (2022b)). The current study aims
to expand on this body of work by investigating
the interaction of discourse structure with syntactic
dependencies. We ask whether exposure to a mas-
sive amount of text and differing forms of training
(e.g., instruction finetuning) yields “knowledge” of
discourse.

Building on a large body of work investigat-
ing subject-verb agreement in language models
(Linzen et al., 2016; Arehalli and Linzen, 2020;
Warstadt et al., 2020; Yedetore and Kim, 2024,
a.o.), we focus on structures like the following:

(1) The waitress who sat near the girls was
unhappy.

In (1), the agreement between the main verb (was)
and the subject (The waitress) can be made diffi-
cult because of an interfering noun, girls, which, if
misidentified as the subject, would yield a different
agreement pattern (e.g., were). This influence of
interfering nouns, when the subject-verb agreement
needs to be resolved, leads to an interference effect
and has been widely used in both human studies
(e.g., Wagers et al., 2009) and evaluations of lan-
guage models (e.g., Arehalli and Linzen, 2020).



In our study, we manipulate the discourse sta-
tus of the relative clause containing the interfering
noun. In (1), the relative clause (who sat near the
girls) is a restrictive relative clause. Restrictive
relative clauses conventionally convey essential in-
formation to the discourse (as they function as se-
lecting a specific referent). By adding commas
surrounding the relative clause (i.e., The waitress,
who sat near the girls, was unhappy), we can sig-
nal an appositive relative clause, which conveys
side-commentary information and are not part of
the main assertion (Potts, 2005; AnderBois et al.,
2015; Syrett and Koev, 2015; Koev, 2022; cf. Potts,
2012). We make use of this contrast in discourse
status between the two structures to examine the
interaction of discourse structure and syntactic de-
pendencies, specifically cases where human pro-
cessing of subject-verb agreement is modulated by
discourse status.

As argued for in Suijkerbuijk et al. (2024), we
ground our evaluation of language models via
comparison to an existing psycholinguistic study
demonstrating human discourse sensitivity (Kim
and Xiang, 2024). Drawing on the same materials,
we established three tests that LMs should pass to
exhibit human-like behavior. Concretely, we in-
vestigated 25 models, including plain (base) and
instruction-tuned models, and models trained on
dialogue and conversational goal-oriented datasets,
and those that vary in model size (small or large).

To preview the findings, the results suggest that
(i) models trained on datasets with dialogue and
goal-oriented conversations outperform other mod-
els, (ii) larger models do not yield human-like dis-
course sensitivity, and (iii) instruction-based train-
ing does not necessarily benefit models compared
to base training. Taking these findings, we sug-
gest that the qualitative nature of training data (e.g.,
genre and the specific types of constructions) is
critical in the success of discourse sensitivity. We
conclude by discussing insights into human lan-
guage processing from evaluating language models
and why instruction-tuned models underperform
compared to base models, despite their seemingly
advantageous training.

2 Background

2.1 Discourse structure: the division of more
and less important information

Discourse can be defined in multiple different ways.
It can be illustrated as a coherence relation (Hobbs,

1985; Kehler, 2002), the conversational moves for
a successful discourse (Lewis, 1979; Farkas and
Bruce, 2010), a hierarchically structured represen-
tation of discourse units (Polanyi, 1988; Asher and
Lascarides, 2003; Jasinskaja, 2016), or a set of
organized question and answer pairs to the conver-
sational topic (Roberts, 2012), to name a few.

Regardless of the approaches to analyzing dis-
course, however, a shared notion of discourse is
that certain parts of discourse are more important
than others—some components of discourse are
more relevant to the discourse topic, and others
are less so. The examples in (2) demonstrate this
contrast, realized at a sentence level:

(2) a. The waitress who sat near the girl was
unhappy. [RRC]

b. The waitress, who sat near the girl,
was unhappy. [ARC]

The same content, that the waitress sat near the
girl is primary discourse information in (2a), es-
sential to specify the very waitress that is being
discussed, whereas it is secondary information in
(2b), adding side-commentary details to the dis-
course. This division is expressed with the contrast
of restrictive (RRC) (2a) and appositive relative
clauses (ARC) (2b). Throughout the paper, we use
these two structures to distinguish between differ-
ent types of discourse status, serving as stand-ins
for discourse structure at the sentence level.

2.2 Human sensitivity to discourse
Theoretical and experimental studies have shown
that humans are highly sensitive to distinctions in
information status (Potts, 2005; Syrett and Koev,
2015). In ongoing discourse, content that is part
of the main discourse structure is judged to be a
more natural continuation than content belonging
to a non-main or subordinate discourse structure,
such as information in an appositive relative clause
(Syrett and Koev, 2015; Göbel, 2019). Discourse
salience, topichood, and coherence have also been
shown to affect real-time language comprehension
and production. Entities that are salient in dis-
course are easier to recall and retrieved (e.g., Birch
and Garnsey, 1995; Sturt et al., 2004), those in top-
ical or focused sentential positions are more likely
to be selected as antecedents of pronouns (e.g.,
Arnold, 1998; Kaiser, 2011; Rohde and Kehler,
2014; Colonna et al., 2012), and discourse topic
(or Question under Discussion) modulates the ease
of comprehension (e.g., Clifton and Frazier, 2012;



Kehler and Rohde, 2017; Clifton and Frazier, 2018)
and the resolution of syntactic ambiguity (e.g.,
Kehler, 2015). Additionally, these distinctions
have immediate effects on processing, with studies
demonstrating their active use in real-time language
comprehension. For instance, when linguistic ma-
terials known to lead to processing difficulty (e.g.,
long embedded relative clauses) are part of less
important discourse, they result in reduced process-
ing difficulty (Dillon et al., 2014, 2017; Kroll and
Wagers, 2019; Duff et al., 2023).

2.3 Language model sensitivity to discourse

While the linguistic evaluations of language mod-
els have been dominated by syntactic contrasts (for
a survey, see Chang and Bergen, 2024), there has
been a growing body focusing on discourse knowl-
edge. This includes work on the interaction of
discourse structure and pronouns (e.g., Davis and
van Schijndel, 2020), discourse structure and at-
issueness (e.g., Kim et al., 2022), implicatures and
presuppositions (e.g., Jeretic et al., 2020), and dis-
course connectives (e.g., Cong et al., 2023; Pandia
et al., 2021). Broadly, pre-trained language models
appear to capture some contextual effects. How-
ever, there are still notable differences between
model and human behavior, suggesting differences
in their processing of discourse. More recently,
the impact of instruction-tuning on the linguistic
knowledge of models has been investigated, with
some results showing that such fine-tuning results
in models with a worse fit to human behavioral
measures (Kuribayashi et al., 2024). Moreover,
the exact fine-tuning strategy directly impacts the
ability of models on discourse tasks, with some
strategies yielding models with better pragmatic
abilities (Ruis et al., 2024). These results suggest
that, while instruction-tuning was proposed to align
models with human discourse preferences, it may
not always align with the linguistic behavior of hu-
mans. The present study finds additional support
for this misalignment.

3 Metrics

3.1 Interference effect

To evaluate model performance on its discourse
sensitivity, we compare the interference effect, a
common way to show the cognitive process that un-
derlies human language comprehension (Van Dyke
and Lewis, 2003; Lewis and Vasishth, 2005). For
example, the interference effect is observed in the

different degrees of acceptance of the two sentences
in (3), even when both are ungrammatical. Studies
have found that (3b) is considered more acceptable
than (3a), and reading times at the verb (were) are
commonly found to be faster in (3b) compared to
(3a) (Wagers et al., 2009; Parker and An, 2018, a.o).
Such a difference between the two ungrammatical
sentences derives from the interfering linguistic
unit, the girl(s), where the plural (number) feature
of the girls matches the feature of the verb (were)—
leading to a number agreement attraction effect.

(3) a. *The waitress who sat near the girl
were unhappy.

b. *The waitress who sat near the girls
were unhappy.

Empirical findings suggest that this effect primar-
ily occurs in ungrammatical sentences—when the
subject and verb do not match (e.g., the waitress...
were instead of was) (e.g., Wagers et al., 2009; cf.
Jäger et al., 2017)—commonly referred to as the
standard number agreement attraction effect.

Interference effect in human reading times In
this study, we use the number agreement attraction
effect as a signal of human processing, typically
measured by the difference in reading time (RT) be-
tween the singular (3a) and plural (3b) conditions,
subtracting the singular from the plural condition:

Interference effect = RTplural −RTsingular
(Eq. 1)

Interference effect in models Following previ-
ous work (e.g., van Schijndel and Linzen, 2021),
we used language model surprisal in correspon-
dence to human reading time. Surprisal (Hale,
2001) is defined as (Eq. 2), calculated at the critical
verb position given prior context left of the verb.
The surprisal was calculated from the logits of the
model.1

Surprisal = − logP (verb | left context) (Eq. 2)

In examining the number agreement attraction
effect, we evaluated the difference in surprisal at
the verb between the context with a plural distractor
(i.e., plural context) and a singular distractor (i.e.,
singular context), as shown in (Eq. 3). For example,
the difference in surprisal for the verb were when
the left context was The waitress who sat near the

1For GODEL-based models, we calculated the surprisal
using the decoder of the encoder-decoder model.



girls and when the left context was The waitress
who sat near the girl was calculated.

∆Surprisal(verb) =

− logP (verb | plural context)

− (− logP (verb | sigular context))
(Eq. 3)

For each model, the presence or absence of
the effect was determined by comparing the boot-
strapped 95% confidence interval (CI) of the aver-
age interference effect as in (Eq. 4).2

Average Interference Effect =

1

N

N∑
i=1

∆Surprisali(verb),

where N is the number of samples.

(Eq. 4)

The absence of an interference effect was deter-
mined by whether the CI overlapped with zero (i.e.,
there was no difference between the plural and sin-
gular conditions).

3.2 Evaluation of discourse sensitivity
The attraction effect has been reported to be ro-
bustly found when the distractor noun is linearly
close to the verb (the girls ... were as in (4a)) and
even when it is distant (the musicians ... praise as
in (5a)) (e.g., Wagers et al., 2009). Studies have
further found that the attraction effect, however,
can be modulated by the discourse status of the
distractor noun, where in one case, the standard
attraction effect disappears (4b) (Ng and Husband,
2017; McInnerney and Atkinson, 2020; Duff et al.,
2023; Kim and Xiang, 2024) but it sustains in the
other (5b) (Kim and Xiang, 2024).

(4) a. *The waitress who sat near the girls
were unhappy.

b. *The waitress, who sat near the girls,
were unhappy.

(5) a. *The musicians who the reviewer
praise highly will win a Grammy.

b. *The musicians, who the reviewer
praise highly, will win a Grammy.

When the distractor (e.g., the girls) is part of sec-
ondary information as in (4b), it does not interfere
when the subject-verb dependency needs to be re-
solved, and hence the number agreement attraction
effect is absent. On the contrary, when the distrac-
tor (e.g., the musicians) is related to the discourse

2Bootstrapping was done with 1000 samples and resam-
pling.

topic (or Question under Discussion as in Roberts
(2012)) at retrieval (e.g., praise) in (5b)), the dis-
tractor interferes and leads to a number agreement
attraction effect (Kim and Xiang, 2024). This mod-
ulation of the interference effect due to the dis-
course status of the distractor noun will be used as
a signal for discourse sensitivity.

Discourse sensitivity in human reading times
The key aspects of discourse sensitivity in humans
in interference effects are summarized in Table 1.
First, in both constructions (Experiments 1 and
2), a standard attraction effect is found with the
baseline RRC condition. This is identified by sig-
nificant reading differences between the singular
and plural distractor conditions in the ungrammati-
cal condition but not in the grammatical condition
(Eq. 5).

Standard number agreement attraction effect ={
RTplural −RTsingular < 0 if ungrammatical,
RTplural −RTsingular ≃ 0 if grammatical.

(Eq. 5)

Secondly, the standard attraction effect should be
present in structures as in (4b) (Experiment 1) but
absent in structures as in (5b) (Experiment 2).

Discourse sensitivity in models Using the above-
mentioned human reading time results identifying
discourse sensitivity as a baseline (Kim and Xiang,
2024), we evaluate model outputs based on the
three following tests:3

• Discourse Attraction. In Experiment 1, the
standard attraction effect is exhibited in the
RRC structure (4a) but not in the ARC struc-
ture (4b). For RRCs, the average difference in
surprisal between the plural distractor and the
singular distractor should be negative, indicat-
ing that plural distractors lower the surprisal
of plural verbs. ARCs should be significantly
different from RRCs with RRCs exhibiting a
larger interference effect (i.e., more negative).

• Standard Attraction. In Experiment 2, the
standard effect is exhibited in both the RRC
(5b) and ARC (5b) structures. The average
difference in surprisal should be negative,
indicating that plural distractors lower the
surprisal of plural verbs. More specifically,

3For code and data: https://github.com/sangheek16/
discourse-sensitivity-attraction-effect.git.

https://github.com/sangheek16/discourse-sensitivity-attraction-effect.git
https://github.com/sangheek16/discourse-sensitivity-attraction-effect.git


Exp. Clause Grammaticality Input (subject-verb is bold-faced; distractor is underlined) Effect
1 RRC Grammatical The waitress who sat near the girl(s) was unhappy. ✗

1 RRC Ungrammatical The waitress who sat near the girl(s) were unhappy. ✓

1 ARC Grammatical The waitress, who sat near the girl(s), was unhappy. ✗

1 ARC Ungrammatical The waitress, who sat near the girl(s), were unhappy. ✗

2 RRC Grammatical The musician(s) who the reviewer praises will win a Grammy. ✗

2 RRC Ungrammatical The musician(s) who the reviewer praise will win a Grammy. ✓

2 ARC Grammatical The musician(s), who the reviewer praises, will win a Grammy. ✗

2 ARC Ungrammatical The musician(s), who the reviewer praise, will win a Grammy. ✓

Table 1: Human baseline: presence (✓) vs. absence (✗) of interference effect (Kim and Xiang, 2024).

we divide this test into two subcases. With
the stronger version of this test (Standard
Attraction-Strong), the magnitude of the
interference effect between RRC and ARC
should be comparable. In the weaker version
(Standard Attraction-Weak), the size of the
interference effect does not matter as long as
both exhibit an attraction effect.

• Grammatical Asymmetry. As a signal for a
standard number agreement attraction effect,
there should be no interference effect (i.e.,
no difference based on whether the distrac-
tor is singular or plural) in all grammatical
conditions, regardless of clause type and ex-
periment.4

4 Model selection

We tested 25 models for evaluation, either base-
trained or involving instruction-based tuning, and
varying in size and type of training data. Models
are categorized below and summarized in Table 2.

Categorization 1: Based on the number of pa-
rameters First, we compared models that vary
in their number of parameters. Specifically, we ex-
amined whether larger models yield performance
similar to that of humans. Given the current empha-
sis in the field of scale, we might straightforwardly

4We acknowledge prior findings showing that the gram-
matical asymmetry in attraction effects—typically observed
in ungrammatical conditions—can be influenced by task fac-
tors such as response bias and answer ratios (e.g., Hammerly
et al., 2019; Laurinavichyute and von der Malsburg, 2024).
These studies found that the asymmetry is masked when the
response bias is neutralized. However, in the study by Kim
and Xiang (2024), which provides the human reading time
data used for model evaluation in the current work, the task
was explicitly designed to neutralize response bias. Therefore,
while we recognize this as a general concern in the literature,
we suspect it is less likely to impact the interpretation of our
current results.

predict that bigger models are more likely to pass
the tests. However, some empirical results suggest
that scale does not necessarily mean better predic-
tion of human behavior (e.g., Oh and Schuler, 2023;
Oh et al., 2024; Shain et al., 2024; Wilcox et al.,
2024). As Oh et al. suggest, LLMs make good
predictions on words with low frequency, which in
turn is not what is expected in human data. If the
same type of counter-advantage of large models
applies to examining discourse sensitivity, then we
could see better performance with smaller models.

Categorization 2: Based on the genre of data
Second, we also examine whether the genre of data
would affect the performance of LMs in discourse
sensitivity. Earlier work has shown that models
outperform others in dialogue and discourse set-
tings when trained on data with conversation and
naturalistic data (Wolf et al., 2019; Bao et al., 2020;
Henderson et al., 2020; Wu et al., 2020; Zhang
et al., 2020; Gu et al., 2021; Thoppilan et al., 2022).
We acknowledge that the comparison of the genre
of data between models is not totally straightfor-
ward, especially given the lack of accessibility to
LLMs’ training data. For example, the training
data used for some LLMs may include the data
used for the “dialogue-based models.” However,
we believe a useful comparison can still be sus-
tained. If the dialogue-based models outperform
the models trained on a variety of genres, then we
take this as evidence that training data primarily
composed of discourse-goal and dialogue-oriented
data is of better quality, for alignment with human
linguistic behavior, than a larger composition of
varied genres and styles.

Categorization 3: Based on tuning/training type
Finally, we also examine whether instruction mod-
els outperform base models in discourse sensitivity.



Given that instruction-tuned models are arguably
better at capturing the user’s (or the interlocutor’s)
needs and goals (see Zhang et al. (2023) for an
overview), we speculate that models could bene-
fit from such training methods to achieve better
performance in discourse sensitivity, similar to un-
derstanding discourse goals. They could demon-
strate patterns that align well with human expec-
tations in discourse and dialogue settings. Yet,
there is only little work on investigating how well
instruction-based models align with human behav-
ior. While instruction tuning can result in greater
alignment at the high-level representation (e.g., be-
tween the LLM internal representation and human
neural activity, see Aw et al., 2024), findings also
suggest that at the behavioral level, there is no
model-human alignment such as in human reading
times or judgment tasks (Zhang et al., 2023; Kauf
et al., 2024; Aw et al., 2024). Given that discourse
sensitivity in the current work is measured through
surprisal and is compared against human reading
time data, it is possible that instruction-based mod-
els would not outperform the base models.

5 Results

Table 2 shows the list of models we evaluated and
the results.

5.1 By each test

Discourse Attraction. With only one exception
of DialoGPT-small, all dialogue-based models
passed this test. While GPT-Neo-125M, GPT-Neo-
2.7B, and Mistral-7B-v0.3 passed Discourse At-
traction, the remaining models did not, showing no
systematic correlation with training type or size.

Standard Attraction. All but three models
passed Standard Attraction-Weak. The models
that did not pass this test are all small dialogue-
based models: DialoGPT-large, GODEL-base, and
GODEL-large. When a stronger version (Standard
Attraction-Strong) was applied, four additional
models failed to pass: GPT-J-6B, Mistral-7B-v0.1,
Mistral-7B-v0.3, and Mistral-7B-Instruct-v0.3.

Grammatical Asymmetry. None of the models
passed Grammatical Asymmetry. All models ex-
hibited an interference effect in the grammatical
condition of at least one of the clause types in at
least one of the experiments.

5.2 By combined tests
To better understand the results, we analyze them
by each of the four combinations that can be found
in passing Discourse Attraction and Standard At-
traction. The models’ failure to pass Grammatical
Asymmetry is discussed in Section 6.

Discourse Attraction:✓, Standard Attraction:✓.
This is a case where models were most sensitive
to discourse division. Passing both of these tests
signals a division of primary versus secondary in-
formation driven by the syntactic difference be-
tween RRC and ARC structures—as in Discourse
Attraction—while not simply making distinctions
between RRC and ARC structures based on their
syntactic form—as in Standard Attraction. Models:
DialoGPT-medium, GPT2-small, GPT-Neo-125M,
and GPT-Neo-2.7B. The models that passed both
of these tests (Discourse Attraction and Standard
Attraction-Strong) were all small GPT-based mod-
els.

Discourse Attraction:✓, Standard Attraction:✗.
This is a case where models were sensitive to the
division between RRC and ARC and were apply-
ing the same division to resolving the linguistic
dependency in Experiment 2. However, as we have
seen in human performance, it is not simply the
syntactic division between RRC and ARC to pass
Standard Attraction; the interference effect with
the ARC condition that was absent in Experiment 1
should be present in Experiment 2. The models
under this category did not exhibit that contrast,
suggesting that while they have grasped the syn-
tactic division, the nuanced discourse division was
not captured. Models: DialoGPT-large, GODEL-
base, GODEL-large. These models were exclu-
sively small, dialogue-based models.

Discourse Attraction:✗, Standard Attraction:✓.
This is a case where models exhibited an interfer-
ence effect in both experiments in both clauses.
While all models showed the baseline interference
effect in the RRC condition, the failure to pass
Discourse Attraction was driven by the presence
of the interference effect in the ARC condition.
The results can be interpreted in that while the
models showed an interference effect, they lacked
discourse or syntactic division. Models: DialoGPT-
small, GPT2-medium, GPT2-large, GPT2-XL,
GPT-Neo-1.3B, GPT-J-6B, Llama-2-7B, Llama-2-
13B, Llama-3-8B, Llama-3.1-8B, Mistral-7B-v0.1,
Llama-2-7B-Chat, Llama-2-13B-Chat, Llama-3-



Training Type Size Model Size Discourse Standard-weak Standard-strong Grammatical

Dialogue

Small

DialoGPT-small 117M ✗ ✓ ✓ ✗

DialoGPT-medium 345M ✓ ✓ ✓ ✗

DialoGPT-large 762M ✓ ✗ ✗ ✗

GODEL-base 220M ✓ ✗ ✗ ✗

GODEL-large 770M ✓ ✗ ✗ ✗

Plain

GPT2-small 124M ✓ ✓ ✓ ✗

GPT2-medium 355M ✗ ✓ ✓ ✗

GPT2-large 774M ✗ ✓ ✓ ✗

GPT2-XL 1.5B ✗ ✓ ✓ ✗

GPT-Neo-125M 125M ✓ ✓ ✓ ✗

GPT-Neo-1.3B 1.3B ✗ ✓ ✓ ✗

GPT-Neo-2.7B 2.7B ✓ ✓ ✓ ✗

GPT-J-6B 6B ✗ ✓ ✗ ✗

Large

Llama-2-7B 7B ✗ ✓ ✓ ✗

Llama-2-13B 13B ✗ ✓ ✓ ✗

Llama-3-8B 8B ✗ ✓ ✓ ✗

Llama-3.1-8B 8B ✗ ✓ ✓ ✗

Mistral-7B-v0.1 7B ✗ ✓ ✗ ✗

Mistral-7B-v0.3 7B ✓ ✓ ✗ ✗

Instruction

Llama-2-7B-Chat 7B ✗ ✓ ✓ ✗

Llama-2-13B-Chat 13B ✗ ✓ ✓ ✗

Llama-3-8B-Instruct 8B ✗ ✓ ✓ ✗

Llama-3.1-8B-Instruct 8B ✗ ✓ ✓ ✗

Mistral-7B-Instruct-v0.1 7B ✗ ✓ ✓ ✗

Mistral-7B-Instruct-v0.3 7B ✗ ✓ ✗ ✗

Table 2: Model comparison: passed (✓) vs. failed (✗) the test.

8B-Instruct, Llama-3.1-8B-Instruct, Mistral-7B-
Instruct-v0.1, Mistral-7B-Instruct-v0.3. These in-
clude all the instruction-based models, most of the
large models, and most of the small plain models.

Discourse Attraction:✗, Standard Attraction:✗.
This would be the case where models demonstrated
no interference effect. No model exhibited this
behavior, which confirms that they were influenced
by the presence of a distractor noun in at least some
conditions. All models demonstrated the baseline
effect of interference in the ungrammatical RRC
condition. Models: None.

6 Discussion

No models passed all three tests. However, all
models were influenced by distractors, facilitat-
ing the use of interference effects to test whether
discourse structure influenced model’s predictions.
While the models did not pass all three tests, they
showed systematicity in their performance on Dis-
course Attraction and Standard Attraction. In one

case ({Discourse Attraction: ✗, Standard Attrac-
tion: ✓}), the presence of a distractor led to an
interference effect, but this effect was not modu-
lated by discourse division. In the other case ({Dis-
course Attraction: ✓, Standard Attraction: ✗}), the
models were guided by the discourse, or the syn-
tactic division of RRC and ARC, but they were
overapplying this division. Four of the tested mod-
els performed in the most principled way, where
they passed Discourse Attraction and Standard At-
traction: DialoGPT-medium, GPT2-small, GPT-
Neo-125M, and GPT-Neo-2.7B. In the following,
we elaborate on the less principled models.

Lack of discourse division (Discourse: ✗, Stan-
dard: ✓). This is a systematic pattern where the
models show the standard number agreement attrac-
tion effect without showing sensitivity to discourse
division. Models showed the attraction effect in all
constructions in (4)–(5), indicating that the differ-
ent discourse status of the distractor in (5b) was
not considered. This pattern was prevalent in most



of the models, except for the small dialogue-based
models. This is in line with earlier studies that
have shown cases where grammatically irrelevant
words modulate the surprisal at the critical word
(in subject-verb agreement (Ryu and Lewis, 2021;
Arehalli and Linzen, 2020) as well as reflexive
pronoun resolution (Ryu and Lewis, 2021; Davis,
2022a). The influence of linearly closer, but gram-
matically irrelevant words, remains a feature of
even the larger models. That is, increases in scale
and other training approaches have not made mod-
els robust to interference effects.

Heavy reliance on syntactic/discourse division
(Discourse: ✓, Standard: ✗). In line with the
finding discussed above, it is still the case that all
models under this category have exhibited the stan-
dard number agreement attraction effect in the base-
line RRC condition (as in (4a) & (5a)). Nonethe-
less, the effect was not present with the ARC struc-
ture in both Experiment 1 (as in (4b)) and Exper-
iment 2 (as in (5b)), suggesting that it is possible
that models heavily relied on the linguistic cue that
distinguishes the main content from the subordi-
nate content in the sentences with the ARC struc-
ture. Earlier work using a probing task showed
that LMs successfully classify (with greater than
99% accuracy) the main content differently from
the subordinate content (Kim et al., 2022). Hence,
it is possible that the structural difference (or even
simply the presence of commas) of ARCs com-
pared to RRCs has resulted in the absence of the
attraction effect.

However, there is another possibility beyond the
models tracking the superficial cues or the syntactic
representation: the models were (overly) applying
discourse division cues. Recall that the only three
models that fell under this category are DialoGPT-
large, GODEL-base, and GODEL-large, all trained
on dialogue-based data. We conjecture that it is not
coincidental that the overapplication of the division
of main versus subordinate content to attraction ef-
fect was only found in the dialogue-based models.
We speculate that the specific training process has
led to an effect of models exhibiting abstract signals
about discourse structure, either (a) naturally fol-
lowing from the abstract structural representation
through training, or (b) demonstrating a separate
pattern that is learned in addition to the abstract
structural representation.

Given the promising performance of recent
instruction-based models, it is perhaps unexpected

that they fall short in exhibiting the level of dis-
course sensitivity in humans. This discrepancy may
stem from the training methods of these instruction-
based models, which are optimized for extract-
ing and producing the most relevant information
efficiently and concisely. During training, they
are directed to perform tasks such as summariza-
tion and a clear question and answering (Zhang
et al., 2023). However, human discourse includes
purposeful digressions—often for the richness of
conversation—and layers of primary (main) and
secondary (subordinate) information. The different
conversational goal perhaps accounts for the rea-
son why instruction-based models diverge from the
discourse division that humans show.

Why didn’t any of the models pass Grammat-
ical Asymmetry? Grammatical Asymmetry ex-
amined whether models exhibit the standard num-
ber agreement attraction effect, i.e., whether the
attraction effect is found only in the ungrammati-
cal and not in the grammatical condition. One of
the ways to account for the asymmetric attraction
effect in humans is an error-driven process, where
the interference effect is realized only when there
is a mismatch between the retrieval target (i.e., sub-
ject) and the retrieval site (i.e., verb)—that is, when
the sentence is ungrammatical (Wagers et al., 2009;
Lago et al., 2015; Schlueter et al., 2019). However,
such an error-driven process seems unlikely for the
models. As we saw in the results with Grammatical
Asymmetry, the presence of the distractor in the
subject-verb dependency led to an attraction effect,
even when the subject and the verb agreed—that
is, when the sentence was grammatical, and hence
there were no “errors.”

The contrast between human and model perfor-
mance has implications for interpreting the mod-
els, where the distractor does not have an equal
status in language processing. Humans may be ap-
plying a top-down approach (by incorporating the
discourse status of distractors) (e.g., Kutas et al.,
2011) while incorporating bottom-up linguistic in-
formation (Momma and Phillips, 2018) (such as
number information). While prediction and expec-
tation on the verb that agrees with the subject are
formed in real time in humans, models are strongly
driven by a bottom-up incremental process, where
the linear sequence of the incoming linguistic units
is influential on the retrieval process.



7 Conclusion

The current work examined the discourse sensitiv-
ity of language models by investigating the interac-
tion between discourse structure and syntactic de-
pendency. Leveraging findings from human exper-
iments on the number agreement attraction effect,
we compared language model behavior to human
behavior. Critically, the pattern we targeted was the
presence of a standard attraction effect in Experi-
ment 1 (Discourse Attraction), its absence in Ex-
periment 2 (Standard Attraction), and the presence
of a grammatical asymmetry (Grammatical Asym-
metry). As discussed in Kim and Xiang (2024),
humans show a modulated attraction effect across
the two experimental setups, driven by their sen-
sitivity to the active discourse question (akin to
the Question Under Discussion).5 None of the 25
models fully overlapped with humans: some mod-
els associated structural cues with discourse, while
others overapplied discourse cues. Larger models
exhibited the attraction effect in both Experiment 1
and Experiment 2, indicating insensitivity to the nu-
anced discourse status of distractor and target noun
phrases. In contrast, smaller models trained on
dialogue-based data showed the best performance—
even outperforming large, instruction-based mod-
els. These smaller models exhibited a modulated
attraction effect, suggesting they may have learned
some abstract representation of discourse, though
not fully matching human retrieval patterns, as
shown by their failure in Grammatical Asymmetry.
As discussed in the Discussion section, we conjec-
ture that larger models may underperform relative
to smaller models in capturing human-like patterns
due to the scale of their training data. Furthermore,
instruction-tuned models may lack alignment with
human discourse goals and conversational dynam-
ics given their training objective.

Future work could solidify these claims by sur-
veying a larger variety of instruction-tuning ap-
proaches and carefully controlling the training data
to tease apart the effect of data quality on model
performance (as in Misra and Mahowald, 2024).
Ultimately, the contrast between language process-
ing in humans and machines highlights a discon-
nect in their abilities to integrate multiple sources
of information. While humans combine syntac-
tic and discourse information, and top-down and

5See Kim and Xiang (2024) for a detailed explanation of
how the discourse question modulates retrieval processes that
leads to the observed attraction effect.

bottom-up linguistic signals, models overrely on
one of these sources.

8 Limitations

The current study used a discrete categorization
based on the absence or presence of the number
agreement attraction effect. While this approach of-
fers ease of interpretation, we acknowledge that it
limits the ability to perform more quantitative eval-
uations. Future work could adopt a quantitative ap-
proach to compare the magnitude of the attraction
effect in human reading times and surprisal across
experiments. Furthermore, we focused on one spe-
cific case study to investigate models’ discourse
sensitivity, rather than a suite of tests. As such, the
conclusions drawn from the current findings may
be limited to this particular form of discourse sen-
sitivity. The authors are developing broader tests
to evaluate discourse sensitivity beyond the modu-
lated attraction effect to assess the generalizability
of the current findings.
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