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Abstract

Discourse parsing within the Rhetorical Struc-
ture Theory (RST) framework has inspired ex-
tensive research; however, it remains prone to
significant levels of annotator disagreement,
particularly in the labeling of relations and nu-
clearity. This paper investigates systematic dis-
crepancies in RST annotations, focusing on
two expert-annotated corpora of closely related
languages. We first compare different RST
treebanks to assess the availability of parallel-
labeled data and highlight their usefulness for
studying disagreement. We then perform both
quantitative and qualitative analyses of annota-
tion divergences, identifying factors that con-
tribute significantly to inconsistent interpreta-
tions. Finally, we propose two practical ap-
proaches for addressing disagreement: (1) fil-
tering out unhelpful biases and (2) capturing
legitimate ambiguity through more flexible an-
notation schemes.

1 Introduction

In the field of computational linguistics, discourse
parsing — particularly within the Rhetorical Struc-
ture Theory (RST) framework — offers a well-
established approach to analyzing the coherence
relations between different parts of a text. This
task involves identifying and classifying discourse
relations, such as the cause-effect relationship,
between individual units, like sentences or para-
graphs. Foundational work by Mann and Thomp-
son (Mann and Thompson, 1988) and advance-
ments by Daniel Marcu (Marcu, 1996, 2000) have
introduced methodologies for constructing trees
that represent discourse units and their connections,
ultimately reflecting the rhetorical composition of
texts. In RST, elementary discourse units (DUs)
are roughly analogous to clauses, but higher order
units can span indefinitely up to a complete text.
The framework employs 30 relations to capture the
full range of connections between these units. Re-
lated spans are classified into nucleus and satellite,

where the nucleus represents the central or more
significant unit of the relation'.

The complexity inherent in discourse annotation
frequently leads to disagreements among annota-
tors at multiple levels. Even rigorously designed
RST corpora, such as RST-DT (Lynn Carlson,
2002), the Potsdam Commentary Corpus (Stede
and Neumann, 2014), and the Dutch Discourse
Treebank (van der Vliet et al., 2011; Redeker et al.,
2012), typically yield kappa scores reflecting at
best substantial agreement.
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Figure 1: Example from RST website (Taboada
and Mann, 2006) in RSTWeb (Zeldes, 2016).
Cropped labels: preparation, nonvolitional cause

On the other hand, while the subject of disagree-
ment in discourse annotation has been widely ad-
dressed in theory, there have been relatively few
suggestions on how this issue could be addressed
in practice. Meanwhile, recent years have seen

1Beyond RST, other frameworks such as the Penn Dis-
course Treebank (PDTB, Prasad et al. 2008) and Segmented
Discourse Representation Theory (SDRT, Asher and Las-
carides 2003) have explored alternative approaches to labeling
discourse relations. For the former, there exists a body of
work dealing with disagreement (Yung et al., 2024; Scholman
and Demberg, 2017), showing that this problem is relevant for
either framework.
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the emergence of a large body of work on learn-
ing from disagreement, proposing a number of ap-
proaches to handling varying interpretations. In
natural language processing, transformer-based ar-
chitectures (Devlin et al., 2019; Liu et al., 2019)
are increasingly used to capture nuanced linguis-
tic phenomena, and this includes work on leverag-
ing label distributions and annotator-specific biases
(Rodrigues and Pereira, 2017; Mostafazadeh Da-
vani et al., 2022). Such strategies include aug-
menting the gold standard based on the spectrum
of opinions (Plank et al., 2014; Fornaciari et al.,
2021), learning from distributions of labels using a
soft metric (Sheng et al., 2008; Aroyo and Welty,
2014; Peterson et al., 2019; Uma et al., 2020), and
training separate models on labels coming from
individual annotators (Akhtar et al., 2020). How-
ever, despite these trends, deeper engagement with
disagreements in discourse-level tasks like RST
parsing has been limited.

Given this tendency, addressing the research gap
mentioned above becomes increasingly important.
To this end, we pursue several objectives in this

paper:

* Review existing RST resources with respect
to the extent of disagreeing annotations they
contain.

* Perform quantitative and qualitative analyses
of factors contributing to disagreement, using
suitable data sources.

* Based on the obtained results, propose prefer-
able ways of integrating disagreements into
RST annotation and RST parsing.

The scope of this paper primarily concerns RST
relations and nuclearity, leaving aside two other
major aspects of RST: segmentation of text into
EDUs and organizing these segments into spans.
While these areas are also subject to disagreement
and require thorough analysis, we exclude them
here for several reasons. Firstly, in most existing
corpora, inter-annotator agreement on these tasks
is much higher compared to relation and nuclearity
labeling (see Das et al. 2017 for details). Addi-
tionally, in most flavors of RST annotation, EDU
segmentation is grounded in syntax and leaves con-
siderably less room for subjective interpretation.
This is evident to the extent that some RST parsers
assume text segmentation is given; while debat-
able, this assumption remains widely adopted in
practical applications (Maekawa et al., 2024).

Our results suggest that RST annotation is sub-
stantially influenced by individual preferences of
annotators, which sometimes conflict with the an-
notation manual. In such cases, considering the
entire range of disagreeing annotations seems re-
dundant. On the other hand, a larger portion of
disagreements is prompted by factors that allow
for multiple interpretations, making the adoption
of a spectrum of readings by individual experts a
generally feasible strategy.

2 Related Work

2.1 Theories of disagreements in discourse
annotation

The subject of discrepancies in RST analysis has
been widely discussed in the community, with par-
ticular attention given to the relational level.

In this context, two notions need to be distin-
guished: first, one annotator assigning multiple
complementary relations; second, several annota-
tors assigning multiple relations that may or may
not be complementary. We will refer to the for-
mer as "multi-level" annotation and the latter as
"disagreement." While our primary focus is on the
latter, the concept of multi-level analysis suggests
that diverging concurrent analyses may all be plau-
sible: if one annotator can assign multiple comple-
mentary relations to the same span, it is reasonable
to assume that several annotators can do the same.
For this reason, we consider the respective argu-
ments in the discussion, even though they do not
concern disagreement directly.

(1) The topic of multi-level analysis has been
widely discussed in the literature. For example,
Mann and Thompson, 1988 suggested that multiple
relations can be assigned to the same span. Simi-
larly, Moore and Pollack, 1992 argued that each re-
lation between rhetorical units should be annotated
on two levels: informational and intentional, as the
existing relation types exhibit significant overlap
with respect to these domains. Arguments in favor
of multi-level annotation have since appeared in
numerous works (see Taboada and Mann, 2006 for
a systematic overview).

However, Sanders and Spooren, 1999, followed
by Stede, 2008a, oppose this suggestion, claiming
that complex annotation would be redundant in
most cases, as the relations involved are typically
either exclusively informational or exclusively in-
tentional. Meanwhile, Taboada and Mann, 2006
notes that postulating multiple relations may be jus-



tified in ambiguous cases that cannot be resolved
based on the context.

(2) The issue of ambiguity in the RST frame-
work has been directly addressed in several works
by Manfred Stede (Dipper and Stede, 2006; Stede,
2008b,a), based on the experience of building the
Potsdam Commentary Corpus (Stede and Neu-
mann, 2014). The results of this work are sum-
marized in Stede, 2008a, which identifies several
sources of ambiguity in RST annotations, such as
vagueness in definitions and conflicting scopes of
relations, and argues that many of these can be
resolved through distinguishing several levels of
discourse annotation: thematic, referential, and oth-
ers. To that end, the work introduces a specialized
framework, MLA.

A related line of work (Iruskieta et al., 2015;
Wan et al., 2019) proposed changes to how the sim-
ilarity of structures should be measured in RST
annotations. The alternative metrics penalize dis-
crepancies on different levels (relation directional-
ity, nuclearity, relation type) differently, depending
on how important each factor is for the overall
structure.

Finally, some recent works suggest a permis-
sive approach to concurrent interpretations, advo-
cating for their incorporation into the gold standard.
(Das et al., 2017) compare amateur and expert RST
annotations in English and German and propose
treating competing expert analyses as a “‘complex
ground truth.” They suggest Underspecified Rhetor-
ical Markup Language (URML, Reitter and Stede,
2003) as a means of storing discourse graphs. On
the other hand, eRST, a proposal for RST enhance-
ment, allows for additional edges, i.e., concurrent
relations, in RST structures, provided these rela-
tions are realized lexically through discourse mark-
ers. Although this notion does not directly address
disagreements, it enables the integration of several
alternative analyses into one structure and permits
at least some alternative readings on the relational
level. In other words, parallel annotations in exist-
ing corpora can partially be integrated into eRST
graphs.

2.2 Analyzing Annotation Discrepancies

Qualitative analyses of disagreements have primar-
ily been conducted by corpus designers. For in-
stance, da Cunha et al., 2011 examined disagree-
ments in Spanish RST. A significant amount of
qualitative analysis of RST disagreements, which
ultimately remained unpublished, was carried out

by the authors of the Dutch Discourse Treebank
(NLDT) based on their own material. While we
conducted our qualitative analysis independently
on a subset of their corpus, resulting in different hy-
potheses, we extend our gratitude to Gisela Redeker
for granting us access to their data and observations
(Redeker and van der Vliet, 2015).

3 Datasets with disagreements

Given the known complexities and disagreements
in RST annotations, it has become standard prac-
tice in corpus design to include at least a small
subset of texts annotated independently by multi-
ple annotators, facilitating measurement of inter-
annotator agreement. However, there are substan-
tial differences in how many documents receive par-
allel annotations, how many discourse units these
documents include, and how many annotators are
involved. These differences have implications for
how helpful the annotations are for learning from
disagreement: although the amount of suitable data
remains the most important factor, it is certainly
not the only one.

Despite this common practice, some datasets
lack parallel annotations. Specifically, the George-
town University Multilayer Corpus (Zeldes, 2017),
currently the largest RST treebank, used a develop-
ment procedure that purposefully avoids measuring
the relative annotation quality; as a result, the cor-
pus does not have parallel markup®. The Basque
RST treebank did not have parallel annotations on
the level of whole documents, as its developers
measured disagreement on granular tasks, such as
the assignment of causal relations (Iruskieta et al.,
2013); aside from that, only reconciled annotations
are available in the public release. For several cor-
pora, there exist a number of parallel annotations,
but these have not been made publicly available
for various reasons. This applies to the Potsdam
Commentary Corpus (Stede and Neumann, 2014)
and APA RST (Hewett, 2023).

Some resources are offered by the RST Dis-
course Treebank (Lynn Carlson, 2002), formerly
the largest RST dataset, containing 385 newswire
texts from the Wall Street Journal section of the
Penn Treebank. Fifty-three texts from this main cor-
pus body received parallel annotations, providing a
relatively large set of parallel RST structures that
was published with the main corpus. Still, some

%Secondary edges from eRST graphs cannot be fully con-

sidered as such, since, for instance, they are not independent
from primary ones.



Corpus N annotators | N docs | N EDUs Notes

Dutch RST 3 80 2344 Docs unevenly split: 80 /74 /13
Kobalt RST 2 42 2216

CSTNews 6.0 2 5 97 3 or 4 versions for some docs.
Russan RST 3 3 225

APA RST 3 36 - *Non-public

RST DT - 52 2938 *Non-attributed
Spanish RST - 80 694 *Non-attributed

Table 1: Parallel data in RST corpora. N EDUs assumes the gold standard segmentation.

factors limit the utility of this data for analyzing
disagreement.

* Firstly, the primary corpus annotations are not
independent of the parallel annotations, as the
former result from a reconciliation process
involving these parallel versions.

* Secondly, annotations are not explicitly at-
tributed to individual experts, limiting the
analysis of annotator-specific perspectives or
biases.

The Spanish RST treebank shares the latter
two issues, although it remains one of the largest
sources in terms of parallel texts, comprising
around 700 discourse segments distributed across
80 parallel documents.

For a number of RST treebanks, the opposite
is true, i.e., the data is attributed and produced
by workers independently, but its amount is in-
sufficient to conduct a feasible quantitative analy-
sis. Such is the case with the Brazilian (CSTNews
6.0, Cardoso et al., 2011) and Russian treebanks
(Toldova et al., 2017). We provide the number of
annotated documents for these and other corpora
in Table 1.

Finally, several corpora feature substantial
amounts of attributed parallel annotations, though
these are not publicly available and must be re-
quested directly from their creators. A notable
example is the Dutch Discourse Treebank (NLDT),
which offers three annotation versions for each of
its 80 documents (comprising 2,344 EDUs). Typ-
ically, two experts annotated each text indepen-
dently (with a third annotator occasionally partici-
pating), followed by a reconciled version (van der
Vliet et al., 2011; Redeker et al., 2012). For our
analysis, we selected 74 texts annotated by the two
experts responsible for the largest annotation share.
Although the annotations are not anonymized, for

the purpose of our study, we treat the annotators
anonymously, labeling them experts A, B, and C.

Another corpus with the desired properties is
Kobalt RST (Wan, 2021), a subset of the Kobalt
corpus annotated with discourse trees. Similarly,
its 42 documents (comprising 2216 EDUs) have
three versions: two readings by experts and a rec-
onciliation. Although Kobalt covers a very specific
genre of discourse, i.e., argumentative essays by
non-native German speakers, it remains suitable
for analyzing RST disagreements, such as eliciting
individual biases of annotators. We do not incorpo-
rate the reconciled annotations in our experiments,
as we aim to preserve the raw perspective of each
annotator.

Remarkably, both Kobalt and NLDT were anno-
tated by trained experts holding at least a master’s
degree in linguistics or related disciplines. This ex-
pertise level (see Das et al. 2017) and their higher
motivation as opposed to crowd annotators ensure
the quality of their work. Another similarity is
that Kobalt and NLDT concern related languages
allowing for a cross-language comparison (which,
however, has to account for lexical and syntactic
differences). These similarities are another reason
why we use both Kobalt and NLDT in our further
analysis.

4 An analysis of disagreements in the
datasets

In this section, we compare disagreements across
the two corpora more closely by reporting confu-
sion matrices and inspecting the label pairs where
annotators show consistent divergences. To avoid
dealing with matrices that are too nuanced and
sparse, we only accounted for cases of disagree-
ment on relations and disregarded cases where ex-



perts agree on a relation but disagree on nuclearity>.
We pay special attention to whether the experts’
markup exhibits systematic disagreements. To that
end, we consider the most frequently confused rela-
tions, dividing them into two categories: "symmet-
rical" cases, in which annotators A and B confuse
relations X and Y equally frequently or at least
similarly often, and "asymmetrical" cases, where
confusing X and Y is only typical for annotator A
or B.

In the first category, we note several tendencies:
firstly, problematic relation pairs often involve the
ELABORATION relation. Although the annotation
manuals for Kobalt and NLDT, the former based
on PCC (Stede and Neumann, 2014), treat it differ-
ently, it still remains a frequent option that experts
resort to when unable to assign a more precise label.
While the notion of this relation being problematic
has been around for a long time, it is even more
evident in a cross-lingual comparison on attributed
material. Of more interest is that CAUSE in Kobalt
is often confused with other relations by both an-
notators, sometimes multinuclear and non-causal
(L1ST). Inspecting the data instances manually, we
notice that 81% of these are lexically unspecified
and involve adjacent sentences, as in (1).

@) [Uberregionale Produkte werden so stark wie nie

konsumiert .]M)[Dle heutige Generation prof-

itiert von einem vielféltigen Warenangebot dank der
Globalisierung ... .]Jkobalt DEU_004

Understandably, in this setting, experts struggle
to agree on the relative importance of sentences,
since normal heuristics, like the deletion test*, are
harder to apply. Likewise, the causality of the
relation is also debatable, as human opinions on
whether one statement entails another can diverge
greatly, as shown by other text understanding tasks
(Nie et al., 2020). Some other prominent disagree-
ments, such as those involving JUSTIFY and MO-
TIVATION in NLDT (Redeker and van der Vliet,
2015), also occur in this underspecified setting.

We report the most frequent disagreements from
the second category in Table 2 & Table 3. One
of the tendencies we find remarkable is the great
number of disagreements over multinuclear rela-
tions. This could offer insight into the high value

3We report the most frequently confused relations in the
appendix in Table 5 & Table 6.

“The deletion test involves removing each part of a relation
in turn to determine whether the entire span would retain its
original meaning. The part that is harder to delete is consid-
ered more important.

of length as a feature, since multinuclear relations,
especially JOINT, which can be used to link arbi-
trary parts of text, tend to occur in an intersentential
position and thus their respective spans are longer
in length. Based on the provided numbers, it can be
argued that annotators tend to develop a preferred
reading for ambiguous cases and assign a specific
label based on past experiences. Such is the case
with NONVOLITIONAL CAUSE from NLDT, which
annotator A considers applicable to a wider range
of situations: overall, in our subset of corpus data,
expert A uses NONVOLITIONAL CAUSE 111 times,
while expert B only 86. Other relations with a simi-
lar skew are BACKGROUND (40 vs. 23), JOINT (57
vs. 27), and, to a lesser extent, CONJUNCTION (231
vs. 262).

Incidentally, some of the confusions we observe
in Kobalt are also characteristic of other RST cor-
pora: da Cunha et al., 2011 report CONCESSION
and ANTITHESIS to be frequently confused in the
Spanish treebank. On the other hand, unlike Span-
ish RST, MEANS and CIRCUMSTANCE are almost
never confused in the two corpora, suggesting that
the authors’ explanation based on connective poly-
semy is correct.

Relations Ann. A | Ann. B
conjunction-list 26 2
joint-list 2 7
concession-antithesis 8 0

Table 2: Frequent preferences in Kobalt

Relations Ann. A | Ann. B
joint-conjunction 1 22
nonvol-cause-nonvol-res 12 3
list-joint 11 1
summary-preparation 8 1
nonvol-cause-circumstance 7 1

Table 3: Frequent preferences in NLDT

4.1 Results: discussion

The previously made observations shed some light
on how various cases of disagreement are dis-
tributed in the corpora; we argue that a significant
part of these does not constitute an informative
signal. One example of this is ELABORATION:
keeping this label as an alternative to more spe-
cific relations may not be particularly helpful for



understanding the text by either human or machine
readers, since the more specific relation often im-
plies that one discourse unit elaborates on the other.
Preserving ELABORATION may also have unde-
sired effects during parser training, as parsers tend
to develop a bias towards it as the most frequent re-
lation. A further example is constituted by relation
types that experts subjectively prefer — possibly,
contrary to annotation rules. For instance, the con-
fusion between CONJUNCTION and LIST observed
in Kobalt may be a case of this, as the respective
manual suggests that LIST should only be assigned
when lexical or graphic signals explicitly indicate
an enumeration. In cases like that, only one anno-
tator is "correct” with respect to the manual.

However, there also remain plausible diver-
gences in the analyses that can prove informa-
tive if preserved in the annotation, such as the
CAUSE/LIST example above. The factors behind
cases like that include both conflicting or ambigu-
ous signals (several DMs etc.) and underspecifi-
cation; the latter leads to conflicting readings es-
pecially frequently (as another example, consider
MOTIVATION and JUSTIFY in NLDT).

In order to determine the more suitable strategy
for preserving the meaningful disagreements, it is
essential to consider the relative impact of these
factors. In the following section, we propose a
computational experiment for that purpose.

5 Modeling disagreements

5.1 Motivation

Our experiment aims to quantify the relative impact
of surface variables on annotator disagreement, par-
ticularly, on discourse relations. In order to do so,
we train a classifier for a binary objective: whether
two annotators agree or disagree on the relation
class given two related discourse units. Our as-
sumption is that signals that consistently prompt
diverging interpretations will emerge as important
features, while irrelevant signals will not make an
impact. To that end, we pick XGBoost as a classi-
fier model that can leverage feature combinations
and robustly estimate their contribution (Chen and
Guestrin, 2016). As an example, Liu et al., 2023
and Pastor and Oostdijk, 2024 both used XGBoost
to analyze hard and easy signals in RST parsing.
We also consulted both of these works when deter-
mining the set of features.

5.2 Enhancing datasets

For our experiments, we ensured that both corpora
were annotated for relevant syntactic and discourse
variables, such as UD tags and discourse markers.
This required additional intermediate steps as de-
scribed below.

Concerning syntactic features, we addressed
the problem of dependency tagset mismatch. For
NLDT, syntactic dependency markup using the
Universal Dependencies (UD) standard was pub-
lished in 2023 as part of the DisRPT shared task
(Braud et al., 2023). In contrast, the dependency
annotations available for Kobalt use the Hamburg
Dependency Treebank (HDT, Borges Volker et al.,
2019) annotation standard, which, aside from dif-
ferent tags, also displays a number of differences
in tree-building rules (Shadrova, 2020). To ensure
that both of our models used syntactic features of
similar granularity, we converted the existing de-
pendency annotations from the HDT to the UD
standard using a robust converter developed by
(Hennig and Kohn, 2017) and obtained standard
CONLL-U files.

Discourse features presented a different chal-
lenge, namely, the need for a uniform way of an-
notating both datasets with discourse markers. The
task of detecting and disambiguating discourse con-
nectives has drawn significant attention in the con-
text of PDTB-style discourse parsing, with several
tools developed specifically for these tasks (Dip-
per and Stede, 2006; Bourgonje and Stede, 2020).
However, these tools only target German and lack
a Dutch counterpart. Another development in this
direction is the creation of discourse connective
inventories for both languages: DimLex (Stede and
Umbach, 2002) and DisCoDict (Bourgonje et al.,
2018), in which all entries are additionally anno-
tated for possible non-connective readings.

In our approach, we leveraged natural language
instructions and used OpenAl’s text-to-text gen-
erative model O1-mini (OpenAl, 2023) to high-
light DM candidates. We purposefully based the
model’s instructions on a relaxed definition of dis-
course markers (compared to PDTB), synthesized
from Fraser, 2009’s account. Our motivation was
to cover the entirety of discourse marker candidates
to assess their impact on experimental results. The
respective prompts are provided in Section A in the
appendix.

In the absence of gold DM annotations, we tested
the efficiency of this solution using a rule-based



baseline that, while imperfect on its own, provides
a reliable approximation of ground truth. Specifi-
cally, this baseline highlights all entries from Dim-
Lex or DisCoDict in the text using regular expres-
sions; however, we discard all matches except those
that occur at an EDU-initial position (assuming the
existing EDU segmentation). This choice is based
on the understanding that a large portion of DM
candidates, such as “und” or “en” (“and”) or “als”
(“when”), occur at the start of a clausal EDU when
acting as subordinating conjunctions and, conse-
quently, as discourse connectives.

We then tested O1-mini’s robustness in detect-
ing these EDU-initial DM candidates, resulting in
accuracy scores of 79% and 83% on Kobalt and
NLDT, respectively. This, along with a manual
inspection we conducted, demonstrates that both
O1-mini’s predictions and the baseline show rea-
sonable reliability.

Regarding sources of errors, we note that a large
portion of misclassifications occurs due to GPT
selecting markers that do not fall into the defini-
tion of a discourse connective in PDTB terms and
are thus absent from the lexicons we used. These
alleged false positives include instances such as
“gelukkig” (“luckily”) or “overigens” (“besides”);
whether these can truly be regarded as connectives
remains an open question.

5.3 Predicting disagreements

Similarly to Liu et al., 2023 and Pastor and Oost-
dijk, 2024, we do not train the classification algo-
rithm on the text of the two discourse units but only
supply it with pre-extracted features. Originally,
the features we use were found to be related to item
difficulty and could, thus, help predict disagree-
ments; we supply the full list below:

* Discourse unit length in symbols;

e Number of discourse markers (dm_count),
type of the head DM, i.e., a DM that is the
highest in the constituent hierarchy of the sec-
ond span (dm);

* Dependency function of a discourse unit’s syn-
tactic head (DEPREL of the head in CONLL-U
terms);

* Number of elementary discourse units
(roughly, number of clauses) in the first and
the second discourse unit, and in total;

* Genre, when applicable;

* Intra-, inter- (involving two sentences), or mul-
tisentential status of the relation (Redeker and
van der Vliet, 2014) as three binary features;

* Lastly, the label assigned by one of the two an-
notators, which helps understand whether the
experts are in two minds over some particular
relation types.

As in the parser-oriented study (Liu et al., 2023),
we split our features into two groups. The first
group comprises surface features that experts can
utilize when annotating a text, while the second
group includes the full set of features. The surface
feature group includes the following attributes: DU
length, the number and type of discourse markers,
the syntactic function of the head, and the inter-,
intra-, or multisentential status.

Dataset | All | Surface
Kobalt | 0.75 0.73
NLDT | 0.68 0.59

Table 4: Mean F1 score of XGBoost (5-fold CV)

For each dataset, we separately utilize two sub-
sets of features: surface-only features ("realistic")
and all features. We report the average F1 score
across a 5-fold cross-validation in Table 4 and pro-
vide the relative weights for all factors in Figure 2.
It can be seen that, in general, the classifier does
not attain an optimal score, especially on NLDT,
where the model based on surface features performs
slightly above chance. This may indicate that the
collected features are insufficient or, at least, do not
correlate well with disagreement in NLDT.

5.4 Results: discussion

Despite different classification scores, the two mod-
els exhibit a clear pattern in terms of the features
they select as relevant. Concretely, discourse unit
length always emerges as the most important factor.
When the "label" feature is included, it is always
the next deciding factor, suggesting that annotators
consistently disagree over specific relations: e.g.,
one picks CAUSE while another picks EXPLANA-
TION. Lastly, the head’s syntactic function and
DM type also make a contribution in all settings,
although their role in Kobalt seems to be more
prominent. Importantly, DM variable appears not
as informative as other factors>.

SEvidence from PDTB annotation also demonstrates that
agreement does not hinge on the presence of markers: inter-
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Figure 2: XGBoost weights for Kobalt (left) and NLDT (right): all (top) and surface-only (bottom) features.
Abbreviations: edu_len: discourse unit length; dm: discourse marker (present/absent); dm_count: discourse marker
count; intra/inter/multi: intra-, inter-, or multisentential relation span; n_edus_start/end: number of EDUs within the

first/second argument of the relation.

The first notion aligns well with some of the ex-
isting hypotheses about automatic discourse pars-
ing, namely, that humans and parsers struggle more
when analyzing relations between lengthy spans
of text, as in Nguyen et al., 2021; Shi et al., 2020.
Nevertheless, unit length proves to be consistently
more important than similar features that account
for syntax or tree position: longer spans are often
multisentential and include more elementary dis-
course units, but these factors do not emerge as
important.

6 Discussion

The results of our analysis allow us to speculate
about the best way of preserving meaningful RST
interpretations. As mentioned in Section 2, the two
existing alternatives are URML (Das et al., 2017)
and eRST (Zeldes et al., 2024); the former of these
two could incorporate all parallel readings, and
the latter only those that are lexically grounded,
i.e., based on one or two discourse markers. Here,

annotator agreement for implicit relations (85.1%, Prasad
et al., 2008) is only slightly lower than for explicit ones
(90.2%).

we would like to address two properties of eRST
annotation that make it less feasible for this task.

The first of these is its definition of discourse
markers, which serve as a basis for secondary
edges. In this respect, eRST aligns completely with
PDTB’s notion of discourse connectives and its re-
spective restrictions: only subordinating conjunc-
tions, coordinating conjunctions, and adverbials
can have the status of discourse markers (Zeldes
et al., 2024). In this paper, we are not looking
to contribute to the vast theoretical discussion on
what lexical elements should be considered dis-
course markers; however, we must note that exist-
ing studies offer different answers to this question,
sometimes using the same linguistic material. For
instance, annotating the Wall Street Journal cor-
pus with PDTB-style discourse connectives (PDTB
2.0, Prasad et al., 2008) and with more vaguely
defined discourse markers (RST Signalling Corpus,
Das and Taboada, 2017; Das, 2014) results in a dif-
ferent number of unique markers being identified:
100 and 201, respectively. Partly, this is due to
the latter category including combinations like “but
also”, but also due to inclusion of broader lexical



categories.

Undoubtedly, adopting a stricter definition sim-
plifies the task for corpus annotators, resulting in
better reliability of their work. On the other hand,
it raises the question of whether using a broader set
of markers, such as that of the RST Signalling Cor-
pus, would allow for broader coverage of secondary
edges and better reflect the space of possible inter-
pretations of discourse—something that eRST, as
well as ourselves, seeks to address. For example,
such items as “naturally”, “of course”, and “after
all” are not listed as explicit in either PDTB 2.0
(Prasad et al., 2008) or PDTB 3.0 (Prasad et al.,
2019). However, we could model cases where “nat-
urally” would signal REASON relation and “after
all” would signal CAUSE. In eRST terms, it would
prompt the addition of a primary or a secondary
edge.

2) [We only left home at 8; ]M[naturally, we were
late.]
3) [He will do that for you, ]~ [because, after all,

he is your brother.]

These examples suggest that relaxing the existing
lexical criteria for secondary edges could, in theory,
improve coverage.

A further possible shortcoming of eRST is that it
cannot incorporate plausible readings of underspec-
ified relations unlike URML. This is especially im-
portant since in the existing corpora, the larger part
of relations is not signalled by markers (Taboada,
2006; Das and Taboada, 2017). Our observations
also confirm that disagreement is strongly associ-
ated with underspecification; thus, we argue that
a standard that aims to integrate parallel readings
will profit from allowing multiple graph edges in
underspecified cases.

7 Conclusion

The analyses presented in this paper highlight that
RST annotations exhibit a persistent and systematic
degree of inter-annotator disagreement. Drawing
on two expert-annotated corpora (Dutch and Ger-
man), we observe that divergent interpretations of-
ten arise from the inherent complexity of discourse
relations, especially when label definitions are un-
derspecified or conflated. Although some discrep-
ancies reflect an annotator’s systematic bias (e.g.,
favoring ELABORATION or LIST), in many cases,
multiple readings of a relation are equally plausi-
ble. Our experiments suggest that span length and

certain label choices serve as strong predictors of
disagreement, indicating that large or complex dis-
course spans are particularly prone to ambiguous
interpretations.

From an applied perspective, two complemen-
tary strategies emerge. First, filtering out demon-
strable biases that run counter to annotation rules
can clarify the “true” consensus. Here, the judg-
ment needs to be based around surface signals han-
dled differently than prescribed; consequently, even
rule-based systems or simpler neural language mod-
els can prove helpful at this task.

Second, adopting flexible schemes that capture
legitimate ambiguity, such as URML or eRST, can
more comprehensively reflect discourse complex-
ity; of these two, we find URML better suited for
this (and only for this) specific task, as it gives
more freedom for genuine discrepancies to be in-
tegrated. Moving forward, these dual approaches
— tightening clearly defined guidelines while em-
bracing multiple valid analyses — hold promise for
improving both the reliability and the expressive
power of RST annotation.

Limitations

We acknowledge that our analysis focuses on RST
relations paying less attention to the partly over-
lapping problems of disagreements in nuclearity
and discourse unit spans. Furthermore, we high-
light that the features we used when predicting
disagreement do not offer an exhaustive picture of
factors behind annotation discrepancies. Consider-
ing additional variables, such as rhetorical "moves"
(Redeker et al., 2012) or syntactic signals beyond
clause boundaries, could make the analysis more
complete.
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A Connective detection prompts

A.1 NLDT connective detection prompt

**]nstruction**

In the following Dutch text, identify all discourse
markers (DMs) and enclose them in <dm> tags.
**Definition of Discourse Markers (DMs):**

- DMs, also known as connectives, are lexical
expressions (e.g., ¥*en*, *maar*, *omdat*, *dus*,
*hoewel*, *toch*) that belong to different syntac-
tic classes such as conjunctions, adverbials, and
prepositional phrases.

- They are used to connect discourse components
(text segments) and signal the coherence relations
that hold between those components (e.g., contrast,
cause, elaboration).

- The scope of a DM’s function is a single dis-
course sequence comprising adjacent text spans in
a relation.

- DMs can be present at the beginning, middle,
or end of a sentence (or segment).

- A DM signals relations that hold between two
adjacent text segments but does not create the rela-
tion; it guides the interpretation of the relation.
**Guidelines: **

1. **Scope of DMs:**

- The function of a discourse marker applies to a
single discourse sequence comprising adjacent text
spans in a relation.

- DMs signal relations that hold between two
adjacent text segments.

- A discourse marker does not create the relation
between text segments; it only guides the interpre-
tation of the relation.

2. **Position of DMs:**

- DMs can be present at the beginning, middle,
or end of a sentence (or segment).

- They may appear within the sentence or at
clause boundaries.

3. **Identification of DMs:**

- Use a list of common Dutch DMs to identify
potential markers, such as:

- #*Addition:** *en*, *ook*, *bovendien*

- **Contrast:** *maar*, *echter®, *toch*
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- **Condition:** *als*, *indien*, *tenzij*

- **Cause/Reason:** *omdat*, *want*, *door-
dat*

- *¥*Concession:** *hoewel*, *ofschoon*, *des-
ondanks*

- **Temporal: ** *toen*, *terwijl*, *voordat*,
*nadat*

- **Result/Consequence: ** *dus*, *daardoor*,
*zodat*

- **Example:** *bijvoorbeeld*, *zoals*

- Ensure the word functions as a DM in context
by connecting two propositions or clauses.

- Confirm that the token’s part of speech cor-
responds to typical DM categories (conjunctions,
adverbials, prepositional phrases).

4. ** Annotation Format:**

- Enclose each identified DM within <dm> and
</dm> tags.

- Do not alter the original text other than adding
the tags around the DMs.

5. **Examples:**

**English Example:**

Input:

"A country is considered financially healthy
**if** its reserves cover three months of its im-
ports."

Output:

"A country is considered financially healthy
<dm>if</dm> its reserves cover three months of its
imports."

**Dutch Examples:**

**Example 1:%*

Input:

"Drie nieuwe emissies beginnen vandaag te han-
delen op de New York Stock Exchange, **en**
één begon vorige week te handelen op de Nas-
dag/National Market System."

Output:

"Drie nieuwe emissies beginnen vandaag te
handelen op de New York Stock Exchange,
<dm>en</dm> één begon vorige week te hande-
len op de Nasdag/National Market System."

**Example 2:%*

Input:

"De Poolse rat zal deze winter goed eten. Tonnen
heerlijk rottende aardappelen, gerst en tarwe zullen
vochtige schuren over het hele land vullen **ter-
wijl** duizenden boeren de kopers van de staat
wegsturen."

Output:

"De Poolse rat zal deze winter goed eten. Ton-
nen heerlijk rottende aardappelen, gerst en tarwe

zullen vochtige schuren over het hele land vullen
<dm>terwijl</dm> duizenden boeren de kopers van
de staat wegsturen."

**FTagk:**

- Read the following Dutch text.

- Identify all discourse markers based on the
guidelines above.

- Enclose each DM within <dm> tags.

- Ensure that the rest of the text remains un-
changed.

**Notes:**

- Pay special attention to words that can function
as DMs but may have other grammatical roles. Use
context to determine their function.

- The goal is to produce a text identical to the
input except for the addition of <dm> tags around
the identified discourse markers.

- Do not tag words that are not functioning as
discourse markers in the given context.

By following these instructions, you will iden-
tify and annotate all discourse markers in the text,
which will help in analyzing the coherence rela-
tions within the text and assist in computational
processing.

**Text to Process: **

A.2 Kobalt connective detection prompt

**]nstruction**

In the following German text, identify all dis-
course markers (DMs) and enclose them in <dm>
tags.

**Definition of Discourse Markers (DMs):**

- DMs, also known as connectives, are lexical
expressions (e.g., und, weil, obwohl) that belong
to different syntactic classes such as conjunctions,
adverbials, and prepositional phrases.

- They are used to connect discourse components
(text segments) and signal the coherence relations
that hold between those components (e.g., contrast,
cause, elaboration).

- The scope of a DM’s function is a single dis-
course sequence comprising adjacent text spans in
a relation.

- DMs can be present at the beginning, middle,
or end of a sentence (or segment).

- A DM signals relations that hold between two
adjacent text segments but does not create the rela-
tion; it guides the interpretation of the relation.
**Guidelines: **

1. **1dentify Potential DMs:**

- ¥*Common DMs in German include:**



- **Conjunctions:** und (and), aber (but), oder
(or), denn (for), sondern (but rather), weil (be-
cause), obwohl (although), wenn (if), wihrend
(while), falls (in case).

- ** Adverbials:** deshalb (therefore), trotzdem
(nevertheless), allerdings (however), aulerdem (be-
sides), folglich (consequently), inzwischen (mean-
while), dennoch (still).

- **Prepositional Phrases:** im Gegensatz zu (in
contrast to), aufgrund von (due to), trotz (despite),
infolgedessen (as a result).

2. **Pogition in Sentence:**

- DMs can appear at the beginning, middle, or
end of a sentence.

- Examples:

- Initial: <dm>Trotzdem</dm> geht er zur Ar-
beit. (Nevertheless, he goes to work.)

- Medial: Er geht <dm>trotzdem</dm> zur Ar-
beit.

- Final: Er
<dm>trotzdem</dm>.

3. **Confirm the Function:**

- Ensure the word or phrase is functioning as a
DM and not in another grammatical role.

- Exclude words that are not functioning as DMs
(e.g., "dass" as a complementizer). Exclude "dass"
as a complementizer. Exclude "dass" as a comple-
mentizer.

- Exclude "dass" as a complementizer.

- Exclude "und" if not interclausal.
**Examples: **

1. **Example (English DMs):**

- **Relation DMs:**

- Circumstance: when, as, with

- Condition: if, unless

- Contrast: but, however

- Concession: while, though

- Elaboration-additional: and, also

- Reason: because, due to

- List: and, in addition, moreover

- Temporal-after: since, after

- Temporal-before: before

2. **Example 1:%*

Three new issues begin trading on the New York
Stock Exchange today, <dm>and</dm> one be-
gan trading on the Nasdaq/National Market Sys-
tem last week. On the Big Board, Crawford &
Co., Atlanta, (CFD) begins trading today. Craw-
ford evaluates health care plans, manages medical
and disability aspects of worker’s compensation in-
juries <dm>and</dm> is involved in claims adjust-
ments for insurance companies. <dm>Also</dm>

geht zur  Arbeit,

beginning trading today on the Big Board are El
Paso Refinery Limited Partnership, El Paso, Texas,
(ELP) and Franklin Multi-Income Trust, San Ma-
teo, Calif., (FMI).

3. **Example 2:%*

The Polish rat will eat well this winter. Tons of
delectably rotting potatoes, barley and wheat will
fill damp barns across the land <dm>as</dm> thou-
sands of farmers turn the state’s buyers away. Many
a piglet won’t be born as a result, <dm>and</dm>
many a ham will never hang in a butcher shop.
<dm>But</dm> with inflation raging, grain in
the barn will still be a safer bet for the private
farmer than money in the bank. Once again, the
indomitable peasant holds Poland’s future in his
hands. <dm>Until</dm> his labor can produce a
profit in this dying and distorted system, even Sol-
idarity’s sympathetic new government won’t win
him over.

**Your Task:**

- Read the following German text.

- Identify all DMs as per the guidelines above.

- Enclose each DM within <dm> tags.

- Ensure that the rest of the text remains un-
changed.

**German Text:**



B Frequently confused relations

Relations Ann. A | Ann. B
elaboration-evidence 13 10
cause-list 7 8
cause-reason 5 5
cause-evidence 6 4
cause-elaboration 5 4
conjunction-list 26 2
joint-list 2 7
concession-antithesis 8 0

Table 5: Frequent two-sided (top) and one-sided (bot-
tom) relation confusions in Kobalt

Relations Ann. A | Ann. B
elaboration-interpretation 15 11
elaboration-nonvol-cause 15 11
elaboration-circumstance 14 11
elaboration-nonvol-result 12 11
elaboration-background 6 12
elaboration-conjunction 11 6
circumstance-condition 10 5
elaboration-preparation 8 7
justify-motivation 7 5
joint-conjunction 22 1
nonvol-cause-nonvol-res 12 3
joint-list 11 1
summary-preparation 8 1
nonvol-cause-circumstance 7 1

Table 6: Frequent two-sided (top) and one-sided (bot-
tom) relation confusions in NLDT
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