
 
 

Abstract 

Both expectation and locality have been 

established as key factors in characterizing 

incremental sentence processing difficulty. 

Here we investigate the less explored 

question whether and how expectation and 

locality interact with each other, using data 

from naturalistic reading time corpora. We 

found that the data support the Information 

Locality hypothesis: Strong expectations 

can enhance locality effects.  We argue that 

future theory-building in sentence 

processing should therefore take into 

consideration both expectation and locality, 

as well as their potential interaction.  

1 Introduction 

Characterizing incremental processing difficulty 

has been a key goal of psycholinguistic research. 

According to expectation-based theories (e.g., 

Levy, 2008) the processing difficulty of a word 

depends on its predictability given the preceding 

context. Words with higher contextual probability 

are easier to process. By contrast, locality-based 

theories (e.g., Gibson, 1998) hold that as the linear 

distance between two co-dependents increases, the 

cost of retrieval at the second co-dependent would 

be higher as the first co-dependent might have 

undergone decay or interference. Although both 

theories have received abundant support, it remains 

an open question how they can be theoretically and 

empirically reconciled. Research on the 

interactions of expectations and locality is 

therefore crucial for building a complete theory of 

sentence processing, but so far evidence has been 

limited. To shed light on this issue, we used data 

from naturalistic reading time (RT) corpora in 

English to provide broad-coverage evaluations of 

two hypotheses (Information Locality vs. 

Prediction Maintenance) that make divergent 

predictions regarding how expectation and locality 

interact. The Information Locality hypothesis 

(Futrell, 2019; Futrell, Gibson, and Levy, 2020) 

states that words that highly predict each other are 

constrained to be close to each other. Thus, locality 

should be stronger when expectation is high. In 

contrast, the Prediction Maintenance hypothesis 

(Husain, Vasishth, & Srinivasan) predicts that 

strong expectations can cancel locality effects. 

When two co-dependents highly predict each other, 

the cost of retrieval at the later co-dependent will 

be lower, considering that it might already be 

preactivated. 

2 Corpora Evaluations 

2.1 Material 

We included four datasets in our analysis: Natural 

Stories Self-Paced Reading (Futrell et al., 2020), 

Natural Stories A-Maze (Boyce and Levy, 2022), 

Brown Self-Paced Reading (Smith and Levy, 

2013), and Provo Eye-Tracking (Luke and 

Christianson, 2018).  

2.2 Methods 

We first parsed the texts from the corpora using the 

Stanford Neural Dependency Parser (Chen and 

Manning, 2014), if parses were not provided by the 

corpora, and extracted all dependencies. Following 

Futrell (2019), we formalized expectation as Head-

Dependent Mutual Information (HDMI; equation 

in 1), and locality as Dependency Length (DL; 

number of intervening words). We estimated p(h,d) 

(i.e., frequency that pair occurs together in a 

dependency) and p(h)p(d) (i.e., total frequency of 

the head and the dependent) for any given pair of 

word categories using the more fine-grained part-

of-speech tags from UD (Nivre et al., 2016). 

 HDMI = log
𝑝(ℎ,𝑑)

𝑝(ℎ)𝑝(𝑑)
   (1) 

We fitted linear mixed effects models on the log 

transformed RTs of the second co-dependents, with 
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DL, HDMI, and their interaction, and two word- 

level factors (word length and frequency) as fixed 

effects, all scaled. For eye-tracking, first-path 

duration and total reading times were analyzed. We 

first analyzed each dataset separately and then ran 

a meta-analysis on all datasets (for eye-tracking, 

only total viewing times were included). With the 

aggregated datasets, we also ran exploratory 

analyses based on head direction (according to UD 

standards) and whether the dependency involves 

only core arguments (i.e., verbs, nouns). 

2.3 Results  

We found that all datasets show significant locality 

effects, whereby RTs increase as DL increases, i.e., 

RTs are slower when the dependency length is 

longer. Two datasets also show significant 

expectation effects, whereby RTs decrease as 

HDMI increases. More importantly, two datasets 

support show an significant interaction between 

DL and HDMI, whereby the effects of DL become 

more positive (i.e., leading to more slowdowns) 

when HDMI is higher, which supports the 

Information Locality hypothesis. Moreover, no 

datasets support the Prediction Maintenance 

hypothesis. Our meta-analysis show significant 

locality and expectation effects, and an interaction 

that supports the Information Locality hypothesis. 

The exploratory analyses (head direction, core 

arguments) show locality effects, and the majority 

show expectation and Information Locality effects. 

Again, no analyses support the Prediction 

Maintenance hypothesis.  

3 Conclusion 

Using data from naturalistic RT corpora, we 

provided broad-coverage evidence for the 

Information Locality hypothesis: Locality effects 

are enhanced with high expectations. Our results 

show that naturalistic RT corpora can provide a 

good source of evidence that corroborates 

controlled experimentation and can be used to test 

multiple theoretical predictions against each other. 

The current study is limited to English, but effects 

of locality and expectation and their interaction 

profiles could potentially differ from language to 

language, due to differences in syntax. Although 

the availability of cross-linguistic datasets is 

limited, we emphasize the need for more cross-

linguistic work in this area.  
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