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1 Introduction

Current trends in the automated analysis of media
texts endeavor to identify ‘misinformation’, i.e., the
spread of misleading information. Emotional and
subjective language are often exploited with the
aim of intentional disinformation; however, mis-
information may also result unintentionally when
speaker intent is decoded incorrectly, in instances
of ‘pragmatic failure’ (Thomas, 1983). The risk of
pragmatic failure is compounded in cross-cultural
communication, when speaker intent may be mis-
interpreted due to the transformation of meaning
that occurs in translation (Lotman, 1990). Other
factors that induce pragmatic failure include polit-
ical or economic context (Clayman et al., 2006),
sociolinguistic specificity (Arseniev-Koehler and
Foster, 2020), and diachronic linguistic change
(Fernandez-Cruz and Moreno-Ortiz, 2023).

Automated analyses struggle to classify texts
on the level of discourse pragmatics. Few authors
question how pragmatic systems may be encoded
across languages (Comstock, 2015), and whether
this will affect the interpretation of their model
outputs (Aradjo et al., 2020; Balahur and Turchi,
2014). Utilizing a corpus of questions posed by
journalists to the Russian president at international
summits, this paper problematizes the assumption
that a sentiment analysis performed on a source
text and its translation will be equivalent. More
generally, readers should be aware that sentiment
analyses may have limited utility when the model
does not account for text-specific pragmatic factors.

We collected the expected and observed lemma
frequencies for the original Russian transcripts and
their English translations. We then compared the
sentiment classifications by (i) language, (ii) po-
litical context, and (iii) across presidential terms.
We found significant differences in all three cate-
gories, underscoring the linguistic, contextual, and
temporal specificity of sentiment analyses.
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2 Related work

There is a growing body of work on sentiment
analysis as a tool for identifying misinformation
(Alonso et al., 2021; KuSen and Strembeck, 2018),
including with Russian language data (Pocyte,
2019; Yaqub et al., 2020). However, even methods
that adopt a sophisticated approach may assume
that sentiment analyses reveal stable relationships
representative of the language as a whole. Authors
who attempt multilingual sentiment analysis often
classify small, formulaic texts, such as business
reviews (Abdalla and Hirst, 2017) and sentences
(Aratjo et al., 2020), or rely on abstract metrics
to measure successful classification, such as the
comparison of source and translation BLEU scores
(Balahur and Turchi, 2014).

The existing literature acknowledges that deter-
mining whether the pragmatics of the translated
text align more closely with the source language
or the target language is a major problem in the
field (Araujo et al., 2016; Sergey, 2020). Some
authors argue that simple sentiment analyses using
target language texts annotated for polarity items
still outperform complex machine learning algo-
rithms (AR et al., 2013; Basiri and Kabiri, 2017).
Our approach adopts a simple analysis technique to
ensure the relationship between the method and the
findings remains transparent and interpretable and
that we are assessing fundamental characteristics
of the source and translated texts.

Yet the successful classification of discourse-
level phenomena requires the synthesis of multi-
ple linguistic features and domains (Becker et al.,
2020). The strategic use of positive, negative, and
subjective assessments is thought to underlie tactics
used to spread disinformation, such as playing on
emotions for political gain (Carrasco-Farré, 2022).
Thus, we will classify co-occuring markers of po-
larity and subjectivity, which have a high potential
to isolate contexts where misinformation may arise.
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Summit Term Russian English
G8 2000-2003 757 874
2004-2007 2129 2611
2008-2011 1412 1709
2012-2015 611 737
G20 2000-2003 - -
2004-2007 - -
2008-2011 1598 1887
2012-2015 2241 2474
Total 12338 14667

Table 1: The number of words collected in each summit
for the Russian transcripts and English translations.

3 Methods

The corpus comprised all the publicly available
written transcripts of press conferences held by
the Russian president at G8 and G20 summits from
2000-2015 (Comstock, 2023). Russian and English
transcripts were accessed at the Kremlin online
press archives. All questions were originally posed
to the president in Russian, either directly or via a
human translator. All transcripts were compiled by
human translators from video recordings. Due to
the different language types (analytic vs. synthetic),
the English transcripts are ~19% longer. Although
the corpus is small in scope, it is comprehensive;
therefore, it cannot be considered an insufficient
sample size of an underlying distribution.

A composite list of all positive, negative, and
subjective words was compiled from the Harvard
IV-4, Loughran, McDonald, and Lexicoder senti-
ment dictionaries and lemmatized. Each lemma
was then restricted to one of three sentiment lists
(positive, negative, subjective) to ensure that cross-
listed words would not force a correspondence be-
tween sentiment classification results. When used
with a summit-specific meaning (e.g., “leader",
“minister”,““agreement”, “good morning"), words
were removed from the dataset to avoid inflating
their representation in the dataset. The translation
accuracy of the composite and sentiment lists was
confirmed by a professional Russian translator.

The resulting sentiment lists were subdivided
by political context and presidential term. Data
was taken from international summits assumed to
represent very similar contexts except for one di-
mension: the G8 summit is more exclusive than the
G20 summit. The Russian president was Vladimir
Putin from 2000-2007 and again in 2013-2105. The
president was Dmitry Medvedev from 2008-2011.
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We first compiled (i) the number of lemmas in
each language dataset. We then calculated (ii) the
observed frequency of each lemma per dataset as a
percentage of the total words, and (iii) the expected
frequency of each lemma as a percentage of its
observed frequency in a larger corpus assumed to
be representative of wider language norms. The
expected frequencies were calculated using the sub-
corpus of media texts from the Russian National
Corpus and the English Google Ngrams corpus.
The total word counts, observed frequency, and
expected frequencies were recorded for language,
summit, and term. We performed an ANVOA and
Tukey ASD test in JASP (JASP Team, 2024) for
each analysis. A subset of relevant findings are
reported below; the full set can be found on OSF.

4 Results

We observe in Figure 1 that the analyses do not
remain consistent across similar political venues
and short time differences. Positive and subjective
lemma counts are greater in the G8 summit than in
the G20 summit, seen as a marginally significant
increase in positive lemmas between summits and a
significant difference between positive and negative
lemmas for the G8 summit only (see Tables 2-3).
Although G8 data spans four terms and G20 data
comprises only the last two terms, this difference
cannot account for the finding: positive lemmas are
at their highest level in the second two terms.
Positive

M Subjective

1.6 - Negative

G20 G8 ™M T2 T3 T4

Figure 1: Sentiment analysis by summit and term. (A)
Total positive, subjective, and negative lemma counts by
summit (G8, G20). (B) Total positive, subjective, and
negative lemma counts by presidential term (T1-T4).

A general increase in polarity and subjectivity is
observed across terms with significant differences
found between individual terms. Yet a significant
difference between negative and both positive and
subjective lemma counts appears only in the third
term, which was presided over by Medvedev (See
Tables 4-5. Only significant findings are shown).



Table 2: ANOVA: Fig.1A

df F p
Summit 1 3.875 0.050
Sentiment 2 7.000 0.001
Summit*Sentiment 2 3.229 0.040
Residuals 504 1.809

Table 3: Post Hoc Comparisons: Fig.1A

Summit SE t Ptukey
G8-G20 0.129 —1.968 0.050
Sentiment SE t Ptukey
Neg.-Pos. 0.133 —3.741 < .001
Neg.-Sub. 0.172 —1.570 0.260
Pos.-Sub. 0.165 1.371 0.357
Sentiment SE t Ptukey
Pos. G8-G20 0.174 —-2.699 0.077
Table 4: ANOVA: Fig.1B
df F p
Summit 2 9.564 < .001
Term 3 44.877 < .001
Summit*Term 6 3.187  0.004
Residuals 2419

A reduction in positive and subjective lemmas
occurs from the third to fourth term. Both counts
are significantly different from the negative count
in the third but not fourth term. The increase
and decrease in positive lemmas is significant and
marginally significant, respectively.

The sentiment analyses in Figure 2 also reveal
significant language-specific findings. Positive lem-
mas appear less frequently than expected in the
original Russian data, but more frequently than
expected in English translation. This cannot be ex-
plained by the differences between datasets: with
a higher total word count, we would expect the
reverse pattern in the absence of a real trend.

While we observe that the subjective lemmas
appear to partially replicate this trend, in the sense
that they appear less frequently than anticipated in
the Russian data, the finding did not reach signifi-
cance in this small dataset (see Figures 6-7. Only
significant findings in poshoc tests shown).
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Table 5: Post Hoc Comparisons: Fig.1B

All Factors SE t Ptukey
Neg. T1-Sub. T1  0.094 —0.206 1.000
Neg. T1-Pos. T1 ~ 0.071 —1.575 0.918
Sub. T1-Pos. T1 ~ 0.088 —1.049 0.996
Neg. T2-Sub. T2 0.094 —-2.133 0.599
Neg. T2-Pos. T2  0.071 —2.502 0.339
Sub. T2-Pos. T2 0.088  0.258  1.000
Neg. T3-Sub. T3 0.094 —3.554 0.020
Neg. T3-Pos. T3  0.071 —4.909 < .001
Sub. T3-Pos. T3  0.088 —0.167 1.000
Neg. T4-Sub. T4 0.094 1.247  0.985
Neg. T4-Pos. T4 0.071  0.270 1.000
Sub. T4-Pos. T4  0.089 —1.111 0.994
Neg. T1-Neg. T2 0.078 —3.408 0.032
Neg. T1-Neg. T3 0.078 —4.501 < .001
Neg. T1-Neg. T4 0.078 —6.687 < .001
Neg. T2-Neg. T4 0.078 —3.279 0.049
Sub. T1-Sub. T2 0.108 —4.160 0.002
Sub. T1-Sub. T3  0.108 —6.196 < .001
Sub. T1-Sub. T4 0.108 —3.575 0.018
Pos. T1-Pos. T2  0.063 —5.254 < .001
Pos. T1-Pos. T3  0.063 —9.312 < .001
Pos. T1-Pos. T4  0.063 —6.190 < .001
Pos. T2-Pos. T3 ~ 0.063 —4.058 0.003
Pos. T3-Pos. T4  0.063  3.121 0.078

The negative lemmas are observed at roughly the
expected frequency in both languages. Notably, in
the English translation, all lemmas are observed at
roughly the expected frequency, across all terms,
despite the specific political context.
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Figure 2: Sentiment analysis by sentiment type. Each
graph depicts the difference between the expected and
observed frequencies for lemmas of (A) positive, (B)
subjective, and (C) negative sentiment types, reported
as the difference between observed and expected values.



Table 6: ANOVA: Fig2

df F p

Lang 1 5595 <.001
Summit 2 0.029 0.441
Term 3 0.017 0.687
Lang*Term 3 0013 0.771
Summit*Term 6 0.014 0.878
Lang*Summit*Term 6  0.022 0.701
Residuals 802

Table 7: Post Hoc Comparisons: Fig.2

Language SE t Ptukey
Eng.-Rus. 0.018 12.641 < .001
Sentiment SE t Ptukey
Neg.-Sub. 0.025 0.702  0.762
Neg.-Pos. 0.018 —0.558 0.842
Sub.-Pos. 0.022 —1.255 0.421
All Factors SE t Ptukey
Pos. Eng.-Rus. 0.020 31.102 < .001
Pos. Tl Eng.-Rus. 0.057 8.715 < .001
Pos. T2 Eng.-Rus. 0.033 20.714 < .001
Pos. T3 Eng.-Rus. 0.031 20.327 < .001
Pos. T4 Eng.-Rus.  0.033 20.352 < .001

5 Discussion

Our analyses illustrate that sentiment analyses of
a source text and its translation can not be relied
upon to produce equivalent findings. The translated
text largely reproduced the expected distribution of
words with emotional and subjective content. In the
given example, this tendency resulted in a notable
increase in positive lemmas in translation, when
the observed frequency of positive lemmas was in
fact less than expected in the Russian source.

Positive and subjective lemmas co-occured in
the text. The trend was more apparent in lemma
counts when no language distinction was made;
Russian-specific analyses found a non-significant
trend between their observed and expected frequen-
cies. This may reflect language-specific pragmatic
norms in English to upgrade positive assessments
and minimize negative ones (Lindstrdom and Sorjo-
nen, 2012; Markkanen and Schroder, 1997).
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Translators employed fewer lemmas: 36% and
37% fewer in the positive and subjective lists,
respectively, and 19% fewer in the negative list.
While this correspondence may in part underlie the
observed trends, we also note that the total count
differed substantively by sentiment: 168 Eng./262
Rus. positive lemmas, 122 Eng./151 Rus. negative
lemmas, 58 Eng./92 Rus. subjective lemmas.

These findings do not mean a human translator is
less ideal. Such discrepancies can be advantageous:
a text will read more naturally when it conforms
to target language norms. However, this practice
also changes the emotional tone of the text, which
could lead to misleading conclusions (Mohammad
et al., 2016); Russian journalists have been accused
of adopting a lenient tone in questioning their pres-
ident (Comstock, 2009, 2023), when in fact their
questions carry significantly less positive emotional
content than observed in the official translations.

Our analysis was relatively simple quantitatively.
The question arises whether a more sophisticated
model would yield improved findings. We note
that a surprising number of authors continue to
base their methods on simple natural language pro-
cessing algorithms and that deriving more complex
relationships between data that is fundamentally
different will not erase underlying distinctions: any
model based on word vectors of semantic or distri-
butional information will be compromised.

6 Conclusion and limitations

Two limitations should be noted: we utilized a
media-specific corpus for expected Russian lemma
frequencies, but a corpus that was not constrained
by genre for expected English lemma frequencies;
the Google Ngrams corpus is also substantially
larger. While a larger corpus may yield additional
linguistic features for the training of sophisticated
machine learning models, we believe a smaller but
well-curated corpus can effectively represent word
frequencies (Stubbs, 2004). In any corpus, the fre-
quencies represented are contingent on the quality
and applicability of the source texts included.
Overall, researchers must consider how the
choice to utilize translated texts may influence the
assessment of linguistic features and subsequent
findings. Despite breakthroughs in Al and machine
learning technologies, it is essential to understand
the pragmatic specificity of corpora in order to de-
velop reliable methodologies that ensure accurate
interpretations of foreign language discourse.
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